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Abstract

.

The question; when and if to use analysis of covariance, has been debated

for the past 15 years. The purposes of this paper are to review recent

including tests of the assumptions, and suggest

-

assumptions are not met. The paper also illustrates how t& perform analysis

of covariance using the Statistical Package for thé Social Sciences.
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The Care and Feeding of ANCEVA

The last 15 years have brought much controversy regarding analysis of
covariance (ANCOVA). Many researchers in.education are not . sure when or if it

should be used, and if they use 1t, they are not sure exactly how. The purposes
of this paper are to review recent research findingé concerning ﬁhén to use

-

ass umptions, and to suggest alternatives when spec1f1c assumptions are not met.

ANCOVA was derived originally by Flsher (1932‘ and has generated a lot of

interest Sifice that;time. An entire 1957 issue of Biometrics was devoted to

a consideration 65 ANCOVA. Over thekyears; two majorAfunotions have been.

attributed to ANCOVA'

(1) An increase in the precision of an experiment, through reduction of

unexplained within cell variation, and |
(2) A torrection for initial differences among groups by adjusting
| eriterion scores for soms independent variable(s). .
A treéﬁéﬁt use of ANCOVA in}%hucationai research is for anaiyzing.data

between the groups. It_is assumed that, aé the éééaﬁa function iﬁ&iééééé;_

L=

ANCOVA will overcome the initial difference problem. Investigation demonstrated
that AﬁCBVﬁ will not statistically correct this problem. Lord (1956, iéébf &

1969) Campbell and Erlebacher El97C), and Cronbach and Furby (1970) among

- - » -

others have recognized this fact.



Hdrst, faiimadge;'an63WOGd (197&) and Taiimadge and Horst (19765 went

N Céfefﬁi research has éhbﬁi.thét,ANCUVA can be a very useful procedure to -
» .

increase the semsitivity of am anaiysxs If app ied c6ffeéti§;gﬁété3ﬁ & Ware;

'1977; Ware & McL2an, 1978). A correct é”’licatieﬁ bf ANCOVA requires the

examinatlon of a nw ser of as sﬁﬁptibhér E. ashoff (1 69) 1dent1f1ed seven - -

éééﬁipti6ﬁ§ and iﬂ&iééted that thé'iht'tp etation of AN'O"' results was

dependent upon the degree to which these assumptions were met: Results of

other studies (Glass, Po>ckham, & Senders, 1972; McLean, 1974; McLean, 1977)

have indicated the relative importance and/or robustness of the various
AR : . .

assumprxons.

The remalnder of the paper examln methods for testing each of the ANCOVA

-

assumptlons, Iliustrates an analy51s, and suggests p0551b1e alternative ana1 ses.

!

- Using ANCOVA usually requires meeting the three assumptions customary to
analysis of variance (random sampling; normality; and homogeneity of variance)
pius four others (ﬁaéﬁaff; 1969): Specifically, the assumptions outiined by

(1) that cases are assigned randomly to t’eatment conditlons,

(2} that the covariate is independent:of thertreatmeht effect;

-




(3) that the covariate is measured without error (i.e., with perfect

reliabifity),
(4) that the covariate is linearly related to the dependent variable,

- . i ) o - )
(5) that the regression of the’dependent variable on the covariate

is the same for each group, B E

(6) that for each level of the éé@éféﬁféi the dependent variable is:

°  normally distributed, and
(7) that the variance of the dependeiit variable at a given value of the
covariate is constant across treatment groups anmd is- independent

of the covariate. )

‘The relative importance and appropriate test (if necessary) of each

>
El

assumption follows. -
[4

ndom Assignmedt _

. *Random sampling is basic to every inferential statistical procedure. - The

F probability distribution was derived on the basis of random assignment.

. Although it is called an assumption, rapdom-sampling can be designed into am
© o . : : S F

experiment and its implementation physically checked: . B

Random assignment per se is not even.mentioned in the now classic article,
"Consequences of Failure to Meet Assumptions Underlyinmg the Fixed Effects
analysis of Variamse and Covariamce" (Glass et al:;'1972). However, violation
' of this assumption oftén manifests itself in thé failure to meet oné or more
of the othHer six assumptions. =, y
Independence of Covariate and Treatment -

This assumption mﬁj be Ehévmoég important §ingle assumption in Aﬁﬁéﬁﬁ.
If the covariate and the treatments aré independent, one would not expect the
covariate means for each treatment group to differ éigﬁifiééﬁff§; An easy test’
of this assupption would imvolve comparing the covariate means of the groups &

-
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by performing an analysis of variance or the covariates while ignoring the

variance 6f thé.ébﬁariate.

dependent variables: ‘Rejection of the nul?—hyﬁét}e51s would 1nd1cate that the.
assumptlon is not met, while non—rejectlon\hqgld indicate that there is no
. - -

reasonltO‘belleve‘that theﬁaSsumption had been violatéd;

Perfect Reliability ™ S o ;

‘It is obvious that measSurement with perfect reliability in the social

sciences is impossible: A requirement that this assumption be met ‘would

invalidate nearly all of the research of Eﬁé iast 59 &ééfé which used the
€. ;
least squares model. A previous study (MtLean, 1974) 1nd10ated that if the

assumptlon concernlng lndependence of the covarlate and treatment is met, the

Covariate Related to Dependent Véfiéﬁié s ‘

The assumptiom that the covariate is linearly related to the dependent
variable is impbrtant in terms of ANCOVA's efficiency. That is, if the

assumptlon is not met,; the anaiysis will st*il be valid, but it will be no

more powerful than Eéguiaf aﬁaiysis of variance; In fact, it may be siightiy -

o -

Vi . o I - ) ) N ) ) 7'_
The test of this assumption is very simple:. One meed only test the

coefficient followed by a t-test. Most computer tibrary packages will prlnt

cut a test of this assumption automatically.

.

Homegeneaty of Regr ssion

&

, Indltatlons are that the ANCOVA procedure is reiatrveiy robust wIth

e e - o . &

' féspect'to violations of this assamption.v Peckham (1970) coqpucted a computér



. simulation study of the robustness of ANCOVA to violztions of the hbgogénéigyg‘
of regression assumption. He indicated that two patterns emerged from his

study. The first pattern is that "the empirical F distribution of the fired—

‘effects analysis of covariance closely approximates the normal theory F

distribui:ion for all but the most heterogeneous regression slopes” (p. 9)

and the decond is that "the test for the rejection of the nuli hypothesis
o | - - _ ,
becomes more couservative with respect to a Type I error as the heterogeneity

of the regression slopes increase" (p. 9). Peckhaw (1970) concluded that
"the results of this investigation indicate the analysis of ccvariance is
robust to violations of the assumption of homogeneous regression slopes : : ="
-

G- 11). - :

- This assumption is one of the more difficult to test. Some computer

o

library packages provide a test within. their regular amalysis. McLean (1974,

pp. 18-19) indicated through derivation that the group regression <lopes were
,§' . H . v

equal to their respective group covariate reliabilities in the case where a

pretest was used as the covariate. Assuming that this proof is accurate, that

would mean that if the reliabilities of the covariite measures were equivalent:
. . : s

&

among the treatment groups; then the assumption of homogeneity of regression

- would be met. Since the reliability of an instrument is related so closely
to the variability of the populations on which it is used, the assumprion could

of the covariate and treatment. : = g

* ' Although direct tests of the homogeneity of regression are available, in
light of the findings of. Peckham (1970) and the quick ‘and dirty procedure
indicated by McLean (1§74); the direct test is not usually warranted. If

2 . :

-z . . . .-

-~ - - —am e e P .o e P - ;
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extreme ;heterogeneity of regressidn is suspected, refer to Ferguson (1976)
£ . ’7 . -~ - - B B o f: ; J . :

for a more complete descripticn of a direct test.

Normal Distribuzion ' : S .

-

1 . - °

; Studies and suthorities have indicated that ANCOVA is robust to most
violations of rhe assumptions af_noéﬁaiity (e.g.; Cochran, }ééi; Glass et al.;
19723 Winef; 1971). Géﬁéf&ii?;-tﬁis assumption should be given about the
same aeégﬁfiaa when performing ANCOVA as when using analysis of variance o a
t-tesz: If there is enough concern for a gross viclation of this assumption,
the researcher should consider a nonparanetric procedure such as Kruskal~

.Wallis. : : : s

This is ancther carry-over assumption from analysis of variance.

It requires about the same amount of cbncern in ANCOVA as 1t does in analysis

of variance. This assumptlon is very difficilt to test preclsely in ANCOVA

because it would requlre testing separately the correspondlng values of the

R %

- dependent variable for each.vaiue of the covariate over the groupse Even 1f

a large enough sample were available, “the test.would need to be repeated

- many times. T N

¢

An glternate. procedure is simply to test the homogeneity of variance of
<

of varlance.' Thls can be done using either Hartley s F-max or Bartlett's

procedure (Kirk; 1968): A
2 /'“
In order to put the preceding discussion in perspective, consider the

o

following example: E




-

. o e - ,'

: lThree fourth—grade classrooms in §,E§§d%?féiass snburban school
»’. +  were assigred randomly to ome of-three different xeadlng methods.

Students in Classroom 1 were taught according fo a traditlonal
- reading program. Students in Classroom 2 were trained undér the
traditional ﬁrogram with extra emphas1s on phonlc methods of

: instruction. Students in Classroom 3 utilized the traditional

program along with special training in the "look-say" method of

-

: ;5 reading instruction. At the ead of a six-weék period, students

) were given a reading comprehension test.. The test Scores
o together with tbe scholastic ability scores of the students are
‘ shown belaw:

Table 1

Data Relewant to Example

° . B | Reading Method ‘ T
Standard. ' Phonics . Look-Say —
Y X Y T x - . x X

- 36 tes .30 92 ECENT
32 93 28 96 36 105
W 102 22 105 390 113 “
38 105 44 "112 : 37 113 :
31 107 47 113 45 123 - , v
46 107 . :45 117 - 52 128
45 110 0 120 W 140

i'e—x scholastic ability.

X = reading comprehension.
Tﬁese data were contrived for the purposes af:iﬁié example and any relationship
with reality is coincidental.
Siigposs it is desired to compare the mean reading achievement of ehitdren
taught under tﬁé threec methods. ANG@VA can be used by taklng into account the

students' scholastic ability, that is, using scholastic ability as the covariate.

For purposes of this example the Statistical Package for the Social i

~f—Sc1ences €SPSS§ was used (Nie Hull Jenkins, Steinbrenner; & Bent 1975) .

i




easy Eé use: . A £opy of the program can be found in tiié Appendix.- Note that_
" the printbut'inciudés severai ‘analyses. These andlyses (ﬁNCﬁV;"KNGVK on_

. : :

covariate and ANOVA on dependent va*iable) are necessary for testlng the )

assumptrons and completing the ANCOVA

JxxuéchfAssumptldns . : . . R
The first analyses o be performed in conjumction with ANCOVA ire the
’ P &> .
. tests of the égéﬁaﬁéiénéa They are discussed here in the same order in which.
. Eﬁéy were presented in the preéeding section. -

-

Random Assignment: This assumption is usually not tested but is desigged

into the procedures. It can be noted- erm the example that students were.

essigned randbmi§'td'tﬁe teachlng meehods.

stment groups. As was noted in the

Independence o

o

of varlance on the covariate, ignering the dependent varlable. The analys1s

%

can be found on page 9 of the printbut (Appendlx) and is reproduced in

Table 2.
Tabie 2 . ~ o e N
ANOVA Summary Table for Ability -
Source . s - DF - MS F 5
Anong Groups 4:95 2 2.48 .05 N.S.
‘Within Groups 956.00 18 53.11
Total. " 960.95 20 .
aax 2.0 N3 x
e
T : s )
- ¢ -, 9

FlLSt, the homogenelty of variance aesumptlon for that anaiysms was tested

>

.ﬁslng the Eméx procedure:. This was found to ?ernonsignificant gFeﬁw 2. 02 N. S.‘

--

,f_fﬁlieewmnefvfem,HNMM-e::lN;f““\\R




. : | 1
tﬁﬁs sﬁﬁﬁortiﬁé the reésoﬁebieﬁess of the eﬁaiysis of vefiﬁnce; The Eroups

~

the independence of the covariate and‘treatment groups can be considered -

| 4

reasonable. a

Perfect reliability. As .noted in the discussion of this assumption, mb

W7 -

test is required if the instruments used had' reasonable reliability:

. Covariate related to dependent vériéisie. This assumption can be tested

directly using the SPSS program. An F-test of this assumption is found on
bégé 2 of the printout (Appendix) under_ the sotirce, covariate (F(1,17) = 18:12,

’

p<.001). R
It is interesting to note that sums of squares (SS) associated with the

covariate and the totai can be used to compute the iinear correiation between

’

th€<vaarlate and the dependent verléble, SS- and SS____. represent
covarxate total

the varlability accounted for by the covariate and total respettlvely. Thus, .

1281.615 _  .ca
3251.809 - -6:{78..

»
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Homogeneity of T Jgessmn. A divect test of this assufiption is rarely

needed as was moted in earliér discussiom: A quick éﬁaudirt§ test can be &oﬁe

analysis for téstiiié the covariate-tieatment group independence a’ssumptipﬁ.

" The teSt statistic was' fownd to be nonstgnificant g = 2;62—‘ﬂ;s;);_ Thus; |

- PEES -"h N
-the Homogenelty of regression assumption can be accepted as reasonable.

Normal alstribution.-\This assumptjon does not need to be tested. “If an -

extreme vxoiation ‘of normaixty is expected another type of analysis shouid be

>

considered;- . E ' :. s .

-

.i' : o E.. '( ‘; ~1 .1;2

|
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.

Homogeneity ofrméfiéiégi, As noted in tﬁé earlier discussion; a reasonable

M

dependent variable. In this case; the homogeneity of variance'assumption is
reasonabie (F = 2.76; N:S. )

ry. Thus, in this case, the ANCOVA assumptions. are reasonable and

=

:

-

snaiisis ,E,e,_,ri,,,, ; -
. The Aﬁéoﬁt itself gemerally consists of completing a summary table

\

_foiloﬁed by éﬁé?oﬁriéte multiple comparison procedures if a significant among
e 7 ¢ 7 o : \ -
gtoups-effect is found. Each is presented below."

ﬁﬁéﬁiﬁ summary table. The ANCOVA summary table is presented in Table 3.

It can be found om page 2 of the SPSS printout (Appendix)

i ‘Table 3
) ANCOVA Summary Table -
: . Ed
) . _ Adjusted . Adjustad . Adjusted
Source - sS' . DF . ™S, . - F
Covariate © 128%.615 1 1281.615 . °18.12 (p<.001)
Among Groups - 767.786 - . 2~ 383.893 . 5.43 (p<.05)
Within Groups o 1202.%08 . 17 7G.730 S ' :
Total -+ 3251,809 = 20 | |

‘ b4
Based upon the adjusted F, (F(2,17) = 5.43, p<.05), the groups are, taken
to be significantly differeat:. It is interesting to note that thé regular
analysis of variance without’the covariate found on page 7 of the printout
(Appenalx) did not indicate among group differences (F(Z 18) = 3.22, p<. 653.

Since the groups are significantiy different a—muittpte comparison procedure

is needed to determine where the differences are.

Q :'d | ; o o _é :1:;
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“ 2

Multiple comparisons. A significant among groups F-ratio with more than

. two groups requires fﬁftﬁéf analysis to aéféfﬁiﬁé where the difference or
&iffé{-éﬁééé actually é’ié; ‘fhe comparisons are made on Eh’e'a’gijugtéd group
means (Ferguson, 1976). - |

| These adjusted group means cam be found by using the imformation on
page 3 of the printout (Appendix): The %rand mean (108.76) is adjusted by
adding the appropriate adjusted deviation (=6.59, =1.44; and é.t}é for each
group respectively). Thus, the adjusted group means are 102.17; 107:32; and

116.79. | e 4

One appropriate multiple comparison procedure in this case is Tukey's
. . . F—
=

Honestly Significant Difference (£SD) procedure (Kirk, 1968).

= 3.83  [S52 = 1154

- ° _

' Thus, any difference greater tham 11.54 can be considered sigaificant at the

.65;1&5&1. Table 4 indicates the among group differences.

» Table 4

Adjusted Group Mean Difference

- T o ' Group

?i

T T HSD = 11.54: )
*Significant at .05 level. o




’ N - ) . s . A 13
-The only groups significantly different are Groups 1 'and 3. Group 3 was found

to have a signiiicantly greater mean than Group 1.

'Sh'ciild be considered.
The random assignment, normality, and homogeneity of variance assumptions
should be considered in the same way one would consider them in analysis of

variance. Gross violations of one ‘or more of these aééaaﬁfiaaé would 5?{&&?

require. the use of a nonparametric procedure thlch still requires random :

sampling) such as the Kruskal-Wallis Procedure (Férgusbn, 1976). Conceri over
T . . ' R
the effects ﬁf-v161atians of the nérfeét reiiaﬁiiifi and Boﬁoéeneity of

regression assumptions may be mmnimized Unless such violations iFé gross. ~Ia

cases of gross violations, regular ana1y51s of variance should be con51dered.

':Violations of the assumptions concerning;the reiationsﬁiﬁ-bftween the covariate
and,denendént Gariaﬁie would 6&&? résuit in a.siigﬁtij less powerfui test.

if the covariate and treatment are dependent, one might arrive at a
conclusion completely at odds with reality (MbLean & Ware, 1977) - A violation
of this assumption should 1ead to a different analysis; such as analysis of ;
variance. |

two designs can be considered. The first involves performing the anaiysis on
the dependent variabié and ignoring the covariate: The éééén&.in$61§és using
. the éoGariaté as a'réﬁéatéd'méasure in a repeated measure des1gn. This is.

feasible if the covariate is a pretest score Measured on the same instrument®

.as the dependent variable.: The 1atter anaiysis shouid be mnre powerful. &n

"15*
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equivalent result could be obtained by performing a standard analysis of

variance on the pre-to-post gain scores.

Analysis of covariances cam be a very useful ﬁf&ééaﬁfé if used :ééi-féét.i’:i;.
Tes correct usage requires the researcher to keep in wind the assusptions and
. their tests. As illustrated in this ‘paper, ANCOVA_ can be performed very ea51ly

when the assumptions are uept in mind from the onset.
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